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Discrete element modelling of the 4-sided impact roller 
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A B S T R A C T   

Rolling dynamic compaction (RDC) is a ground improvement technique, which involves towing a non-circular 
module behind a tractor to achieve soil compaction. When compared against conventional static and vibra
tory compaction techniques, RDC is capable of compacting thicker layers of soil and at a faster operating speed. 
This study validates the developed numerical scale model against a field study using the full-size RDC module. 
Numerical results were compared with the field data in four aspects namely, displacements at the ground surface, 
and at depths of 0.7 and 1.1 m, pressures at 0.7 and 1.1 m depths, energy delivered by the RDC module into the 
underlying soil, and the depth of improvement. It is concluded that, numerical results are in good agreement 
with the field data. This paper also proposes that pressure results are an imperfect indicator to assess the opti
mum number of RDC passes, whereas, ground settlement is recommended since it better reflects ground 
improvement due to RDC and it has a clear relationship with the number of passes.   

1. Introduction 

It goes without saying that, for those who knew Prof. Scott Sloan, 
appreciated his great fondness for and his significant expertise in nu
merical modelling. This paper is offered humbly in honour of that great 
man, who continues to be deeply missed. 

Soil compaction is a process where air voids within the soil body are 
removed and the density of the soil is increased by the application of 
mechanical energy. As a result, ground performance is improved with, 
for example, increased bearing capacity, enhanced strength, and 
reduced settlements and permeability (Ranjan and Rao, 2007). Rolling 
dynamic compaction (RDC) is a ground improvement technique which 
has gained increased popularity over the past few decades. It involves 
towing a non-circular module, which imparts energy as it falls to impact 
the ground. Both potential and kinetic energies are imparted into the 
ground simultaneously by RDC which, when compared with conven
tional smooth drum rollers, enables the ground to be compacted to a 
greater depth and with improved efficiency due to its relatively fast 
operating speed. RDC has been applied in several large and open ground 
improvement projects in the civil and mining sectors, land reclamation 
projects, and highway rehabilitation (Avalle and Carter, 2005; Avalle 
and McKenzie, 2005; Bouazza and Avalle, 2006). 

Previous researchers have conducted field tests to assess the effec
tiveness of RDC (Avalle and Carter, 2005; Jaksa et al., 2012; Scott and 

Jaksa, 2014; Scott et al., 2019a, 2019b, 2020). As conducting field tests 
with the full-size RDC module is somewhat costly and time-consuming, 
and results obtained from such field testing contain some uncertainties 
due to the difficulty of controlling and measuring many aspects affecting 
the efficacy of RDC in the field. As a consequence, a 1:13 small-scale 
physical RDC model was investigated to assess the effectiveness of 
RDC in a controlled laboratory environment. Chung et al. (2017) 
confirmed that the small-scale model produced similar compaction re
sults to those from the full-size model, based on the scaling laws pro
posed by Altaee and Fellenius (1994). Although conducting small-scale 
model tests is more cost effective than undertaking field tests, small- 
scale tests still require significant time, care and specialised equip
ment to prepare and undertake such testing. Therefore, numerical 
models have been developed by several researchers (Kuo et al., 2013; 
Bradley et al., 2019) to assess the effectiveness of RDC. Kuo et al. (2013) 
and Bradley et al. (2019) investigated the behaviour of a full-size RDC 
model using the finite element method (FEM) as incorporated in the LS- 
DYNA computer application (LSTC, 2018). The FEM model was vali
dated against field results and it showed encouraging results in terms of 
simulating ground responses induced by RDC. However, one of the main 
disadvantages of the FEM model, due to its continuum rather than 
particulate nature, is that the motion of soil particles is difficult to 
simulate. To overcome the limitations of the FEM, the discrete element 
method (DEM) has been adopted by several researchers to simulate the 
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behaviour of granular materials (Jiang et al., 2014; Chen et al., 2018; 
Jing et al., 2018). In the DEM, particle displacements are tracked at each 
time step, which provides detailed information of soil movements at the 
particle scale. Since the FEM has been successfully used to model the 
behaviour of RDC (Kuo et al., 2013; Bradley et al., 2019), but it is unable 
to simulate non-continuum mechanics within a soil body influenced by 
RDC, and the DEM is able to model particle movements and interactions, 
but it is difficult to simulate the behaviour of RDC. The FEM-DEM 
approach is used to simulate soil responses due to RDC in order to 
combine the advantages of these two methods. The RDC module is 
described by the FEM and the soil particles are simulated by the DEM. 
The FEM-DEM approach has been successfully adopted to assess the 
wear of a tipper using LS-DYNA (Forsström and Jonsén, 2016) and to 
simulate tire-soil interactions (Yang et al., 2019; Xu et al., 2020; Zeng 
et al., 2020). These studies demonstrate the efficacy of the combined 
FEM-DEM approach in investigating problems related to geomechanics. 

Air voids within the soil are reduced with each pass of the roller and 
therefore the performance of RDC is affected by the number of passes. As 

a result, settlement, shear strength and density of the soil increase with 
each pass of the RDC module, however, the rate of increase of these 
gradually diminishes with respect to the number of passes. Ultimately, 
when the number of passes reaches some critical value, settlement, shear 
strength and density will plateau. This is supported by Avalle and 
Grounds (2004) who identified a reducing rate of settlement change 
with increasing number of passes. The number of passes required is 
dependent on the type of soil, its initial density, and the characteristics 
of the RDC module; i.e. its mass, shape and operating speed. The changes 
in the rate of ground improvement indicate the optimum number of 
passes needs to be determined to achieve the desired densification of 
soils without conducting excessive number of passes. However, the op
timum number of passes varies depending on the soil type, moisture 
content, gradation, and layer thickness of the soil (Avsar et al., 2006). In 
addition, the optimum number of passes is often quantified using 
different indicators in field conditions. For example, Avsar et al. (2006) 
defined the optimum number of passes by measuring the dry density of 
soil, whereas Avalle and McKenzie (2005) determined the optimum 

Fig. 1. Particle size distribution curves.  

Fig. 2. Setup of the field tests.  
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number of passes by monitoring the average ground settlements, and 
Avalle and Carter (2005) used settlement, and the results of dynamic 
cone penetrometer (DCP) testing and cone penetrometer tests (CPTs). 
Some indicators can be measured in a cost-effective way; for example, 
ground settlement, and some are more time-consuming and costly; such 
as, DCP testing and CPTs. In order to determine the optimum number of 
passes, and in consideration of time, cost and feasibility, it is essential to 
obtain an indicator, which is not only easier to be measured, but also 
reflects the ground improvement induced by RDC. In current practice, 
the specified number of roller passes is often determined by the project 
engineer, since the optimum number of passes depends on the site 
conditions. Therefore, there is a need to obtain an efficient indicator that 
can be measured easily to determine the optimum number of passes of 
RDC under various field conditions. 

This paper aims, firstly, to develop a FEM-DEM based model to 
simulate the behaviour of the 1:13 RDC scale model of the 4-sided, 8- 
tonne, Broons BH-1300 impact roller. Results of the developed numer
ical model are subsequently upscaled, using the Altaee and Fellenius 
(1994) scaling laws, and then validated against a field study that was 
conducted using the corresponding full-size RDC. Secondly, the results 
of the numerical model are analysed, evaluated, and compared against 
each other in order to obtain an efficient indicator that can be used to 
quantify the optimum number of RDC passes. 

2. Field testing 

A field study was carried out by Scott et al. (2016) and Scott et al. 
(2019a; 2019b; 2020) using the full-size 4-sided, 8-tonne, Broons BH- 
1300 impact roller at Monarto Quarries, Callington, South Australia. 
The field test was conducted on a trial pad which was filled with 
improved crushed rock quarry material, that was classified as a well- 
graded Sandy Gravel (GW) in accordance with the Unified Soil Classi
fication System. The field particle size distribution curve is shown in 
Fig. 1. As shown in Fig. 2, the trial pad was 1.5 m deep and 4 m length, 
and two Geokon 3500 (230 mm diameter and 6 mm thick) earth pres
sure cells (EPCs) were placed at 0.7 and 1.1 m depths beneath the 
ground surface to measure pressures induced by RDC, respectively. Both 
EPCs were embedded at the centreline of the test lane. In addition, an 
accelerometer was attached to each EPC at Z plane to measure vertical 
acceleration. Both EPCs and accelerometers were connected to a custom- 
built data acquisition system and Labview software program. A sampling 
frequency of 4 kHz was used to ensure true peak pressures and accel
erations could be captured. Acceleration-time responses were double 
integrated to quantify displacements at depths of 0.7 and 1.1 m beneath 
the ground surface. In addition, ground surface settlements were 
monitored by surveying local low points from each module face that 
contacted the ground. A total of 80 passes was conducted in the field 
trial, whilst maintaining a constant operating speed of 11 km/h. 

One limitation of conducting field tests using buried EPCs is that it is 
not possible to capture the maximum pressure that the module imparts 
to the ground for every pass. To account for this, the distance between 
the centre of the module face and the centre of each EPC, defined as the 
offset distance, was measured to account for the effects of non-direct 
impacts. 

3. Numerical model development 

The FEM-DEM numerical model is developed using LS-DYNA to 
analyse the behaviour of an impact roller model on granular materials. 
The 1:13 scaled RDC module, rather than the full-size module, is 
simulated in this study due to computational and time constraints. The 
full-size module requires larger soil areas to be compacted that requires 
a greater number of soil particles in the numerical model. This will then 
significantly increase the simulation running time. In the numerical 
model, the actual soil particles are simulated using rigid spheres with 
deformable contacts. The rotation of spheres is prohibited to increase 

the macroscopic shear strength of the numerical model (Calvetti et al., 
2003). The linear contact model developed by Cundall and Strack 
(1979) is adopted to describe the forces between particles. As shown in 
Fig. 3, the interaction between two overlapping particles is represented 
by two linear elastic springs in the normal and shear directions with 
constant stiffnesses of kn and ks, respectively; two viscous damping 
dashpots in the normal and shear directions with damping ratios of βn 
and βs, respectively; and a frictional slip in the shear direction with a 
coefficient of friction, μ, to limit the shear force between particles at 
contacts, based on Coulomb’s law of friction. The interaction distance 
(dint) between adjacent particles is defined by Eq. (1). The contact law is 
active when dint is less than zero. Small numerical normal and shear 
damping ratios (i.e. βn = βs = 0.1) are selected for the soil particles in all 
of the simulations, considering the value of the restitution coefficient 
and the simulation of the triggering of failure (Gabrieli et al., 2009). 

dint = r1 + r2 − |X1 − X2| (1)  

where r1 and r2 are the radii of two particles; and X1 and X2 are the 
coordinates of two particles. 

Similar to the interaction between the particles, the interaction be
tween finite elements and discrete particles is accommodated by a 
penalty-based contact algorithm, which checks each particle for pene
tration through the contact surface of the finite elements (LSTC, 2018). 
If penetration is detected, the contact force is applied between the 
penetrating particle and the contact point of the finite elements. The 
magnitude of the contact force is proportional to the penetration depth. 
This is treated by inserting springs between the discrete particles and the 
contact finite elements. The stiffnesses of these springs are calculated 
using Eq. (2). In the case of contact between elements with different 
stiffnesses, LS-DYNA adopts the lowest stiffness. If there is slide between 
the discrete particles and the contact finite elements, a friction force is 
also applied. 

ki =
fs∙Ai∙Ki

Vi
(2)  

where ki is the stiffness of the spring (i) placed between particles and the 
contact finite elements;fs is the penalty scale factor (the default value of 
unity is used in this study); andAi, Vi and Ki are the contact area, the 
volume and the stiffness of the contacted element, respectively. 

Different from the FEM model, where the macroscopic properties of 
soil can be used as input parameters directly, in the DEM model, the 
input parameters need to be calibrated so that the numerical particles 
have the same macroscopic behaviour as the actual soil. Therefore, 
standard geotechnical tests, such as, direct shear or triaxial tests, are 
often undertaken to calibrate the DEM input parameters (Coetzee, 
2017). In this study, the DEM input parameters are calibrated against 
triaxial tests and then the calibrated DEM input parameters are adopted 
in the numerical RDC simulations. All simulations were conducted on a 
supercomputer (2 × Intel Xeon Gold 6248 Processor @2.4 GHz) using 
the ANSYS (LS-DYNA) software. 

Fig. 3. Illustration of particle–particle contact interaction (LSTC, 2018).  
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3.1. Establishment of DEM input parameters 

The laboratory triaxial tests under the confining pressures of 150 and 
250 kPa were undertaken on Sandy Gravel soil from Monarto Quarries 
(as used in the field tests). The tests were drained and, hence, with no 
porewater pressure generated during the tests. As shown in Fig. 1, the 
soil particle size range was approximately 0.1–10 mm, with a D50 value 
of 2 mm. In the DEM model, particles were generated by specifying 
minimum and maximum radii. Because of time and computational 
constraints, it was impossible to use the same particle sizes in the nu
merical simulations as those adopted in experimental tests. The selection 
of the maximum and minimum DEM particle sizes is limited by the total 
number of particles, the time step for the numerical model, the diameter 
of the triaxial test samples, and the dimensions of the 1:13 RDC scale 
model. Small particle sizes significantly increase the total number of 
DEM particles and decrease the numerical time step, which then in
creases the simulation running time. The maximum particle size is 
governed by the diameter of the triaxial test samples in the calibration 
tests and the dimensions of the RDC scale model in the numerical RDC 
tests (this is treated in greater detail in the following section). In addi
tion, a wide range of particle sizes results in a greater number of particles 
in the model, which increases the difficulty of particle size upscaling and 
significantly increases the simulation running time. As a consequence, a 
relatively narrow range of particle size is favoured (de Bono et al., 2015; 
Chen et al., 2018). Therefore, the minimum and maximum radii of the 
numerical particles are selected to be 0.5 and 1.5 mm, respectively, 
which yielded a D50 = 2 mm. The value of D50 is chosen to represent the 
Sandy Gravel soil used in the field tests. The particle size distribution 
curve of DEM particles is shown in Fig. 1. 

As shown in Fig. 4, the numerical triaxial test model consists of two 
loading caps, a flexible membrane and soil particles. The numerical 
triaxial test sample has a diameter of 50 mm and a height of 100 mm, 
which are the same as those adopted in the laboratory triaxial tests. The 
loading caps and the flexible membrane are simulated using the FEM as 
rigid and rubber materials, respectively. The input parameters for the 
loading caps are referred to Zeng et al. (2020) and are presented in 
Table 1. The material properties of the membrane are defined by 
inputting the stress–strain curve obtained from uniaxial tension exper
iments reported by Thakur and Penumadu (2020) into the numerical 
model. The friction coefficient between the particles and the membrane, 
and between the particles and the loading caps are obtained from a 
numerical inclined plane test that has been employed by several 

researchers (Chou et al., 2012; González-Montellano et al., 2012; 
Coetzee, 2016), which are 0.67 and 0.7, respectively. The bottom 
loading cap is fixed and the top loading cap displaces in the vertical 
direction. 

Similar to the laboratory triaxial tests, the numerical triaxial tests are 
simulated in three stages. Firstly, the DEM particles are generated 
randomly to fill an enclosed cylinder and then fall into the membrane 
under gravity. The top loading cap slightly moves up and down to 
compact the particles to match the laboratory porosity value. In the 
second stage, the confining pressures (150 and 250 kPa) are applied to 
the loading caps and the membrane simultaneously in all directions and 
are maintained during the tests. In the third stage, the top loading cap 
displaces vertically at a constant rate to shear the sample. A series of 
different loading rates are tested and a loading rate of 10 mm/s is used in 
all of the triaxial test simulations to optimise computational time and 
simulation accuracy while ensures the model is in a quasi-static condi
tion during the shearing stage. 

By trial-and-error, the numerical and laboratory results are shown in 
Fig. 5. It can be seen that, the numerical model provides similar 
stress–strain curves to those obtained experimentally, at both 150 and 
250 kPa confining pressures. Prior to reaching the peak, the numerical 
results are slightly higher than those obtained experimentally at both 
confining pressures. For a confining pressure of 150 kPa, the peak 
strength predicted by the numerical model is slightly lower than that 
measured in the laboratory. Some differences between the numerical 
and laboratory volumetric responses are observed in Fig. 5b, which may 
be explained by the adoption of spherical particles in the numerical 
model (Zhou et al., 2021). In general, however, the numerical results are 
in very good agreement with the laboratory results. Table 1 summarises 
the calibrated DEM input parameters. 

3.2. Numerical RDC simulations 

The calibrated DEM input parameters are adopted in the numerical 
RDC simulations. As shown in Fig. 6, the numerical RDC model consists 
of a simplified 1:13 scale model of the roller, a chamber filled with soil 
particles and two timber frames. The chamber and timber frames are 
simulated using the FEM as rigid bodies and fixed at their initial loca
tions, with no movement or deformation permitted during the 
compaction process. The size of the chamber is selected as 600 × 280 ×
125 mm (length × width × height), considering the width of the module 
and the total number of particles in the numerical model. The height of 
the chamber has been demonstrated to be sufficient for compaction 
simulations, since the displacements of the soil particles located near the 
bottom of the chamber are negligible after 25 module passes, and it was 
reported by Chen et al. (2021), that the most significant compactive 
effects occur within the upper 100 mm depth. In addition, non-reflecting 
boundary conditions are applied to the DEM particles located near the 
boundaries of the chamber to prevent stress wave reflections. Since soil 
displacements are constrained by the edges of the chamber, ground 
improvement occurred in the middle region of the chamber is analysed 
extensively to quantify the effectiveness of RDC. The roller module with 
dimensions of 115 × 115 × 100 mm (height × length × width) is 
modelled using finite elements and defined to be a rigid body with a 
Young’s modulus of elasticity of 210 GPa and Poisson’s ratio of 0.28. As 
stated by Kuo et al. (2013) and Bradley et al. (2019), the roller defor
mation during compaction is negligible, since the roller is effectively 
rigid relative to the stiffness of the underlying soil. The friction coeffi
cient between the particles and the roller module is 0.57, which is again 
obtained from the numerical inclined plane test. The motion (both 
horizontal and rotational speeds) of the roller module is defined in the 
numerical RDC model according to the operating speed of the full-size 
module in the field trial. The vertical speed is not constrained in the 
simulations, i.e. the numerical model predicts the module behaviour 
with respect to soil deformation. The initial starting position of the 
module for each pass was varied to simulate the same phenomenon that 

Fig. 4. Numerical triaxial tests.  
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occurs in field operation. 
In the numerical RDC simulations, the DEM particles are generated 

in a similar manner to that adopted in the numerical triaxial tests. 
Particles are generated randomly to fill a rectangular box and fall into 
the chamber under gravity. Subsequently, a rigid plate is placed on the 
top of DEM particles and it is moved up and down to compact the par
ticles slightly to assist the particles to settle in the chamber. After the 
particle assembly reaches a static and steady state, the rigid plate is 
removed and the RDC process commences. Because of limitations 
associated with computational resources, the scaling approach proposed 
by Evans and Valdes (2011) is adopted to upscale the particle size dis
tribution curve used in the calibration tests to reduce the total number of 
particles in the model and the simulation time. This scaling approach has 

Fig. 5. Experimental and numerical triaxial test results at confining pressures of 150 and 250 kPa: (a) stress–strain curves, (b) volumetric curves.  

Table 1 
Calibrated DEM input parameters.  

Parameter Value 

Particle density (kg/m3) 2,620 
Particle diameter (mm) 1–3 
Coefficient of friction 0.25 
Normal and shear stiffnesses (kn and ks) (N/m) 6.5 × 105 

Normal and shear damping ratios (βn and βs)  0.1 
Young’s modulus of loading caps (MPa) 7,200 
Poisson’s ratio of loading caps 0.25  
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been adopted in several DEM studies (e.g. Ciantia et al., 2015; Ciantia 
et al., 2016; Chen et al., 2018; Zhang et al., 2019) and has been 
demonstrated to be useful in replicating the behaviour of particle as
semblies. The upper limit of particle scaling is governed by the relevant 
dimensions of the model (Ciantia et al., 2015). It is stated that the D50 of 
the scaled particles should be at least one order of magnitude lower than 
the relevant dimensions of the model. In addition, soil with maximum 
particle sizes of approximately 10 mm was adopted in the physical 1:13 
RDC scale model tests performed by Chung et al. (2017) and no particle 
size effects were observed. Therefore, all DEM particles are upscaled 
uniformly to 3.5–10.5 mm, which then yields approximately 54,000 
particles in the simulations (the soil initial void ratio in the numerical 
RDC simulations is 0.76). As mentioned above, to avoid size effects, the 
D50 of the scaled particles (7 mm) is one order of magnitude lower than 
the width of the roller module (100 mm). In order to preserve the 
macroscopic response of the particle assembly after scaling, the cali
brated DEM input parameters are scaled accordingly, to account for the 
particle scaling factor (Feng and Owen, 2014; Ciantia et al., 2015), 
which is 3.5 in this study. Table 2 displays the upscaled DEM input 
parameters. 

The stability of the numerical model is related to the adopted time 
step. The equations of motion in LS-DYNA are solved based on the 
explicit central difference scheme. Since both the FEM and DEM are used 
in this study, the critical time step (Δt) is calculated using the Eqs. (3)– 
(6) (Nakashima and Oida, 2004; Lei and Zang, 2010; LSTC, 2018). In this 
study, the time step is controlled by ΔtDEM, which is 2.87 × 10–6 s. 

Δt ≤ min{ΔtDEM ,ΔtFEM} (3)  

ΔtDEM = TSSFAC∙0.2∙π∙
̅̅̅̅̅
m
kn

√

(4)  

ΔtFEM =
lmin

c
(5)  

c =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
E(1 − ν)

(1 + ν)(1 − 2ν)ρ

√

(6)  

where ΔtDEM and ΔtFEM are the critical time steps for the discrete and 
finite elements, respectively; TSSFAC is a time step scale factor in LS- 

DYNA, and the default value of TSSFAC = 0.9 is used in this simula
tion; m and kn are the mass and normal stiffness of the DEM particles, 
respectively; lmin is the minimum effective length of the finite elements; c 
is the velocity of the elastic wave; and E, ν and ρ are the Young’s 
modulus, Poisson’s ratio and the mass density of the finite elements, 
respectively. 

3.3. Scaling laws 

In order to compare the scale model results against those of the full- 
size RDC, the standard scaling laws for scale model testing under a 
normal (1g) gravity condition developed by Altaee and Fellenius (1994) 
were adopted. These scaling laws have been successfully used to upscale 
the results of the physical 1:13 RDC scale model tests conducted by 
Chung et al. (2017). The scaling laws are not only used to scale prop
erties of the scale module itself, e.g. converting properties of the full-size 
model to the scaled module [Eqs. (7)–(9)], but are also used to upscale 
the results obtained from the scale model [Eqs. (10)–(12)]. Under 1-g 
conditions, the soil shows different behaviour since it is subjected to 
different stress conditions in the full-scale and the small-scale models. As 
proposed by Altaee and Fellenius (1994), the constitutive similarity is 
preserved in the small-scale model, if the initial soil states in the full- 
scale and the small-scale models have equal proximity to the steady 
state line. The steady state of soil is selected as the reference state since 
soil at the steady state is independent of the initial state. Since Chung 
et al. (2017) employed the same soil as the present study and found that 
the slope of the steady state line, λ = 0.11, that value has been adopted 
here. The geometric scale ratio, n, is 1/13 in this study. 

Lm

Lp
= n (7)  

Mm

Mp
= n3 (8)  

Vm

Vp
= n (9)  

Dm

Dp
= n∙

Δem
1+e0m

Δep
1+e0p

(10)  

σm

σp
= exp(

e0p − e0m

λ
) (11)  

Em

Ep
= exp

(e0p − e0m

λ

)
× n3 (12)  

where L is the characteristic length; M is the mass of the roller module; V 
represents the operating speed; D is soil vertical displacement; σ is the 
imposed stress in the soil; E is the energy imparted by the roller mod

Fig. 6. Setup of numerical RDC simulations.  

Table 2 
Scaled DEM input parameters.  

Parameter Value 

Particle density (kg/m3) 2,620 
Particle diameter (mm) 3.5–10.5 
Coefficient of friction 0.25 
Normal and shear stiffnesses (kn and ks) (N/m) 2.275 × 106 

Normal and shear damping ratios (βn and βs)  0.1  
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ule;n is the geometric scale ratio; e0 is the initial void ratio; Δe is the 
change in void ratio; λ is the slope of the steady state line in the e – log σ 
plane; and the subscripts m and p denote the scale model and prototype 
(full-size module in this context), respectively. 

Therefore, based on Eqs. (7)–(9), the numerical 1:13 RDC scale 
model simulations are conducted with a 3.64 kg module operated at a 
speed of 235 mm/s, which corresponds to the 8-tonne prototype module 
travelling at 11 km/h, as adopted in the field tests. Pressures and ac
celerations were measured at 0.7 and 1.1 m depths below the ground in 
the field trial. Therefore, measurements are taken at 55 and 85 mm 
depths beneath the ground in the numerical simulations. In field trial, 
soil initial void ratio varied with depth due to the complex natural of the 
soil. The average initial void ratio and the initial void ratio of the soil 
near 0.7 and 1.1 m depths were approximately 0.52, 0.507 and 0.5, 
respectively (Scott et al., 2016). The average void ratio after 25 module 
passes in the numerical tests is approximately 0.66. The average void 
ratio after 25 module passes in the field tests was approximately 0.46, 
which is inferred from the change in ground settlement with respect to 
the number of passes, since the void ratio was measured only before and 
after 80 module passes in the field tests. These void ratios are substituted 
into Eqs. (10)–(12) to obtain the scaling factor for each parameter. Due 
to time and computational constraints, the numerical RDC simulations 
consist of 25 module passes. As a point of reference, one RDC simulation, 
consisting of 25 passes and approximately 54,000 particles, typically 
took approximately 30 days to run at 12 CPU cores using the super
computer mentioned above. It is worth mentioning that, the number of 
employed CPU cores is constrained by the number of available ANSYS 
licenses. 

4. Comparisons between numerical model and field trial 

Numerical results are compared with those from the field trials by 
examining four different parameters namely, displacements at the 
ground surface, and at depths of 0.7 and 1.1 m, pressures at 0.7 and 1.1 
m depths, energy delivered by the RDC module into the underlying soil, 
and the depth of major improvement. These are each presented in turn. 

4.1. Soil vertical displacements 

Soil displacement is an important indicator of the soil behaviour as a 
consequence of RDC. Soil displacements at different depths within the 
numerical simulations are calculated by averaging all particle dis
placements at the depth of interest within the middle region of the 
chamber as shown in Fig. 6. These are presented in Figs. 7–9 and are 
upscaled using Eq. (10) based on average void ratios of the soil measured 

before and after compaction in the field study (0.52 and 0.46, respec
tively) and in the numerical model (0.76 and 0.66, respectively). Ground 
settlements obtained from the numerical model, together with field 
tests, are displayed in Fig. 7. As can be seen from both the numerical 
simulations and the field tests, the ground settlement increases with the 
number of passes. Two trend lines are used to fit the numerical and field 
results, and the shape of the two trend lines is very similar. It can be 
observed that the numerical model predicts the field test results very 
well. The numerical model predicts the ground settlement of 71.7 mm 
after 25 module passes, which is very close to that measured in field tests 
of 66.2 mm, with a difference of 5.5 mm (8.3%). This discrepancy can be 
explained by the limitations of the less accurate surveying method used 
in the field and the simplification of adopting spherical DEM particles in 
the numerical model. In summary, the results show that the numerical 
model is able to predict, reasonably well, soil settlements induced by 
RDC. 

Vertical displacements obtained from the numerical model and field 
tests at 0.7 and 1.1 m depths are presented in Fig. 8. It is important to 
note that field displacements were calculated by integrating vertical 
accelerations, measured by accelerometers, with respect to time. As 
shown in Fig. 2, the length of field test pad was 4 m, and each acceler
ometer was placed 1.25 m from the edge of the test pad. As a result, field 
displacements are obtained from one location along the entire length of 
the test pad and, as such, do not represent average soil displacements at 
the test depths of 0.7 and 1.1 m. Therefore, the field displacements are 
presented in Fig. 8 for reference purposes. This also highlights a sig
nificant limitation with field testing, which is the difficulty of obtaining 
high fidelity measurements of internal soil displacements. In contrast, 
the numerical model provides great flexibility in this regard as it enables 
the movement of every individual particle to be tracked. In general, the 
soil displacements increase with increasing compactive effort. When 
compared against the field results, the numerical model yields much 
smoother vertical displacement results since the numerical displace
ments at 0.7 and 1.1 m depths are calculated by averaging the dis
placements of all of the soil particles at each depth (approximately 500 
particles) within the central region of the chamber. 

The numerical vertical displacements with depth, as presented in 
Figs. 7 and 8, are combined and superimposed in Fig. 9. As can be seen, 
each of the three curves show a trend of increasing vertical displacement 
with number of passes, but tends to plateau after approximately 20 
passes. In addition, it can be observed that, as expected, the soil dis
placements decrease with increasing depth due to the dissipation of 
compactive energy with depth. 

Fig. 7. Ground settlements obtained from the numerical model and field tests with respect to number of passes.  
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Fig. 8. Vertical displacements obtained from the numerical model and field tests, with respect to number of passes, at: (a) 0.7 m depth, (b) 1.1 m depth.  
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4.2. Peak pressures 

The peak pressure recorded at different depths below the ground 
surface reflects the influence of RDC within the soil body. As mentioned 
above, pressures induced by RDC were measured by EPCs in the field 
tests. The diameter of the EPCs is 230 mm, which equates to approxi
mately 17.7 mm at the scale of the numerical model [Eq. (7)]. The D50 of 
the particles is approximately 7 mm, therefore, pressures are averaged 
over three adjacent particles. It is worth mentioning that, numerical 
pressures obtained from one particle are calculated based on the resul
tant force acting on that particle, and the resultant force is determined 
by summing the contact forces and externally applied forces acting on 
that particle (Davidson et al., 2015). A single particle interacts with at 
least 4 to 5 surrounding particles in the simulations. Therefore, the 
numerical pressures are calculated from the contact forces between up 
to 15 particles. Additionally, the pressures induced by the module are 
significantly affected by the offset distance (this is presented in detail 
below), hence, the particles used to determine the average pressures 
should be limited to a relatively small number to ensure accuracy at a 
given offset distance. This is similar to the measurement of pressures in 
the field tests. At each depth, the EPCs were placed at a single location 
over the 4 m length trial pad to measure pressures with respect to offset 
distance (Fig. 2). Peak pressures recorded at each module pass from 
numerical simulations are included in Figs. 10–12 and are upscaled 
using Eq. (11) in order to facilitate comparison with the field mea
surements. Fig. 10 shows the measured numerical and field peak pres
sures versus the number of passes at 0.7 and 1.1 m depths. There is no 
clear relationship between the peak pressures and the number of passes 
for both the numerical results and field data. It is evident that the value 
of recorded peak pressure varies for each pass. The reason for this is that 
the RDC module typically impacts the ground at a different location with 
each pass, which results in the offset distance between the centre of the 
module and EPC varying with each pass. The peak pressure measured for 
each pass from the numerical model cannot be directly compared with 
those recorded in field tests, since the offset distance for each pass is 
different in the numerical model and the field tests. 

Fig. 11 presents box plots of the measured numerical and field peak 
pressures. The field peak pressures at 0.7 m depth have minimum and 
maximum pressures of 104 and 685 kPa, respectively, with a mean value 
of 392 kPa and standard deviation of 177 kPa. Numerical peak pressures 

at 0.7 m depth have minimum and maximum pressures of 235 and 858 
kPa, respectively, with a mean value of 438 kPa and standard deviation 
of 158 kPa. Although the numerical results yield a greater maximum 
pressure than that measured in the field at 0.7 m depth, the results from 
the numerical model have a similar mean and standard deviation values 
as those calculated from the field tests. The numerical results at a depth 
of 1.1 m have mean and standard values of 366 and 107 kPa, respec
tively, whereas, the field measurements have a mean of 391 kPa and 
standard deviation of 121 kPa. The average pressure at 1.1 m depth from 
the numerical model is consistent with that measured in field study. It 
can be observed that the average pressures predicted by the numerical 
model are consistent with those recorded in the field trial at both 0.7 and 
1.1 m depths. However, as indicated by the quartiles, the numerical peak 
pressures have a narrower range of variation when compared with those 
recorded in the field. One possible reason may be the adoption of 
spherical particles in the numerical model which results in a wider load 
distribution angle that spreads the imposed pressure over a greater area 
and subsequently reduces the variation in pressure. Another reason may 
relate to the variation in the void ratios of the soil in the field. As 
mentioned above, the field void ratio of the soil varies with depth, as a 
natural consequence of its placement, which may affect the propagation 
of pressure waves within the soil body and this is likely to cause greater 
variation in the pressure measurements. 

In the numerical simulations, pressures are averaged over three 
particles located adjacent to each other. The coordinates of these three 
particles are also averaged, and the distance between the averaged co
ordinates and the centre of the module face, is taken as the offset dis
tance for each module pass. The relationship between peak pressures 
and offset distance is presented in Fig. 12. It can be seen that recorded 
peak pressures have a strong relationship with the offset distance in the 
field tests. In addition, the variation of offset distance confirms that the 
RDC module impacts the ground at a different location at each pass, and 
it is a random process for the module to strike the ground either in front 
of or behind the EPCs. As can be observed, the same conclusion can be 
drawn from the numerical results. As shown in Fig. 12, higher pressures 
are imparted to the soil when the EPCs are located in front of the roller, 
and the distance between the EPCs and the centre of the module is be
tween 200 and 650 mm in the numerical model and field tests at both 
0.7 and 1.1 m depths. Fig. 12 also demonstrates the pressure distribution 
beneath the contact face between the roller module and the soil is non- 

Fig. 9. Average vertical displacements at different depths with respect to number of passes from the numerical model.  
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uniform. As shown in Fig. 12a, numerical peak pressures with respect to 
the offset distance exhibit similar trends to those of the field data at 0.7 
m depth. At 1.1 m depth (Fig. 12b), when compared with the field data, 
the numerical model yields smaller peak pressures and this may be 
explained by a wider load distribution angle caused by spherical parti
cles in numerical simulations that lowers the pressures at deeper depths, 
as suggested earlier. Therefore, in general, it can be concluded that the 
numerical model provides reasonable predictions of the peak pressures 
imparted by the module, and the distribution of peak pressures with 
respect to offset distance. In addition, the plots of peak pressures against 
offset distance in Fig. 12 also show that the offset distance has a greater 
influence on peak pressures at shallow depths (0.7 m). A similar 
observation was reported by Scott et al. (2020), who plotted peak 
pressures with offset distance at 0.5, 1.0, and 1.5 m depths below the 
ground. They stated that the effects of offset distance on peak pressure 
decrease with increasing depth because the energy imparted by RDC 

diminishes radially from the centre of the impact with depth. 

4.3. Energy imparted by RDC 

Scott et al. (2019b) quantified the effects of RDC in terms of the work 
done on the soil from measured force–displacement data obtained from 
the field tests. They calculated the force–displacement data from the 
pressure–displacement measurements obtained from EPCs and acceler
ometers, and the plot of the force versus displacement was integrated to 
quantify the work done on the soil at a single location. If the force
–displacement curves for all of the soil particles within the module 
influenced region are plotted, the total work done on the subsurface 
profile by a single module impact can be calculated, and then the total 
energy delivered to the ground can be quantified. However, the process 
of obtaining force–displacement curves for all soil particles within the 
module influenced region is impractical and unnecessary. In fact, the 

Fig. 10. Pressures obtained from the numerical and field tests, at: (a) 0.7 m depth, (b) 1.1 m depth.  
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energy imparted by the module at each impact is calculated directly by 
LS-DYNA, based on the motion of the roller module. As mentioned 
above, the motion (horizontal and rotational speeds) of the roller 
module is defined in the numerical RDC model according to the full-size 
module speed used in the field tests. The vertical speed of the roller 
module is calculated by the numerical model, based on the horizontal 
and rotational module speeds, the ground conditions and the undulating 
surface induced by the module. The drop height of the module at each 
impact is also predicted by the numerical model. The energy results from 
LS-DYNA are interrogated from several module impacts and then 
upscaled using Eq. (12). It is determined, with 95% confidence, that the 
module delivers approximately 24 ± 3 kJ to the ground at each impact. 
This value is compared with the energy equation proposed by Bradley 

et al. (2019) shown in Eq. (13): 

ERoller =
1
2
× MRoller ×

(
vy

2 + vz
2)+

1
2
× IRoller × ωy

2 +MRoller × g × hRoller

(13)  

where ERoller is the energy of the roller;MRoller is the mass of the roller; 
IRoller is the mass moment of inertia of the roller; hRoller is the height of the 
roller’s centroid above the ground surface; and vy, vz, and ωy are the 
horizontal, vertical, and angular velocities, respectively. 

The energy delivered to the ground is a result of the changes in the 
energy of the roller during each impact. Therefore, the relationship 
shown in Eq. (14) can be derived from Eq. (13), and is used to calculate 
the energy transferred by the roller to the underlying soil. 

Fig. 11. Box plots of peak pressures obtained from the numerical and field tests, at: (a) 0.7 m depth, (b) 1.1 m depth.  
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ΔE=
1
2
×MRoller×

(
vzi

2 − vzf
2)+

1
2
×IRoller×

(
ωyi

2 − ωyf
2)+MRoller×g×ΔhRoller

(14)  

where vzi and vzf are the vertical velocities before and after the roller 
impact, respectively; ωyi and ωyf are the angular velocities before and 
after the roller impact, respectively; and ΔhRoller is the module drop 
height after impact. 

In the simulations, the horizontal velocity of the module is constant 
(235 mm/s), and the vertical velocity changes with respect to time, 
which results in changes in angular velocity. A random impact is 
selected to calculate the energy delivered to the soil using Eq. (14). The 
vertical velocities before and after this impact are 46.7 and –30 mm/s, 
respectively, where a positive vertical velocity implies that the module 
moves upwards and vice versa. Therefore, angular velocities before and 

after this module impacts the soil are 4.11 and 2.99 rad/s, respectively. 
Eq. (9) is then applied to upscale the velocities. The ΔhRoller is approxi
mately 10.5 mm during this impact, which corresponds to 0.14 m in the 
full-size module. The IRoller is 2.631× 109 kg.mm2 for the full-size 
module (Bradley et al., 2019). By substituting the full-size module 
values of velocities, ΔhRoller, IRoller and MRoller into Eq. (14), the energy 
imparted by a single impact is calculated as approximately 22 kJ. Based 
on Eq. (13), the peak kinetic energy of the roller at impact is also 
calculated as approximately 61 kJ. As a result, the energy delivered to 
the soil at each module impact calculated from Eq. (14) is thus consistent 
with that obtained from LS-DYNA. In addition, Scott et al. (2020) re
ported the energy delivered to the ground by RDC is approximately 27 
kJ for an operating speed of 11 km/h. It is important to note that the 27 
kJ is the maximum theoretically possible energy imparted into the 
ground, and this value may not be achieved at every impact since ground 

Fig. 12. Peak pressures versus offset distance obtained from the numerical and field tests, at: (a) 0.7 m depth, (b) 1.1 m depth.  
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conditions affect the delivery of potential energy. The energy imparted 
to the soil predicted by LS-DYNA fits well with that stated by Scott et al. 
(2020). Therefore, it can be concluded that the LS-DYNA predicts well 
the RDC impact energy. 

4.4. Depth of major improvement 

The improvement of the underlying soil can be inferred from pres
sure readings, however, as the soil density increases, pressure waves are 
more readily able to be propagated, which results in measurable pres

sure readings at deeper depths. However, soil particles located at those 
deeper depths may not experience any permanent displacements (hence, 
increase in density). On the other hand, several researchers have 
focussed on the depth of influence, which was defined by Kim (2011) as 
being equivalent to the depth at which the soil has a vertical stress equal 
to approximately 10% of the applied stress at the ground surface. In 
contrast, Scott et al. (2019a) suggested that the depth of major 
improvement (DMI) is a more appropriate measure to determine the 
thickness of layers that can be compacted by RDC. DMI implies the depth 
of soil over which, the soil is improved to meet the target criterion that 

Fig. 13. Numerical results of soil particles at the 25th module pass: (a) velocity vectors, (b) force chains.  
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Fig. 14. Pressures and displacements at different depths: (a) peak pressures over 25 module passes, (b) soil displacements predicted by the numerical model after 25 
module passes. 
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can be achieved by conventional compaction equipment in thin lifts. The 
relationship shown in Eq. (15) is proposed by Scott et al. (2019a) to 
calculate DMI. 

DMI = r∙k∙(n
̅̅̅̅̅̅̅̅̅̅
mΔh

√
) (15)  

where r is a constant (0.5–0.67); k is the ratio of the energy delivered to 
the ground divided by the change in gravitational potential energy at 
each impact; n is an empirical factor which relates to soil conditions 
(0.3–0.8); m is the mass of the roller module in tonnes; and Δh is module 

drop height after impact in metres. 
The DMI in the numerical RDC model is calculated using Eq. (15). 

The average module drop height after impact (Δh) is approximately 
11.5 mm in the numerical model, which corresponds to 0.15 m in the 
full-size module. Therefore, the average change in potential energy due 
to the lift height of the roller per module impact (mgΔh) is approxi
mately 11.7 kJ. The k value is then obtained based on the ratio between 
energy imparted to the underlying soil (24 kJ demonstrated in the 
previous section) and the average change in potential energy (11.7 kJ), 
which is approximately 2.05. The value of n varies between 0.3 and 0.8. 

Fig. 15. Numerical results of soil particles at the 5th module pass: (a) velocity vectors, (b) force chains.  
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As proposed by Mayne et al. (1984) and Scott et al. (2019a), for granular 
soil, higher values of n apply. Sandy gravel soil is used in this study, 
therefore, n = 0.8 is adopted. By substituting the values of k, n, m and Δh 
into Eq. (15), for the full-size model, DMI = 0.9 to 1.2 m. For the 1:13 
scale model (Eq. (7) is adopted to account for the 1:13 geometric ratio), 
DMI = 69 to 92 mm. 

The calculated value of DMI proposed by Scott et al. (2019a) is 
compared against that obtained from the numerical model based on 
movement of soil particles. As stated earlier, RDC improves the density 
of the ground by applying mechanical energy to reduce air voids and 
rearrange, and in some cases fracture, the soil particles. Therefore, the 
movement of the underlying soil is a direct indicator of the effectiveness 
of RDC. Velocity vectors and force chains obtained from the numerical 
model at the 25th module pass are shown in Fig. 13. From Fig. 13, it is 
clear that there is a region where soil particles located within this zone 
have greater velocities (hence, displacements). The depth of this zone is 
approximately 70 mm, which sits within the range of DMI calculated 
from Eq. (15). Forces acting on soil particles are transmitted through 
contacts between the particles and, in order to visualize the propagation 
of forces, lines are used to represent contact forces between particles, 
which are known as force chains (LSTC, 2018). During the compaction 
processes, former force chains collapse and new force chains are 
established. According to Muthuswamy and Tordesillas (2006), a force 
chain is formed by a set of contacts between particles that carries the 
majority of the load. The main direction of the force chain is generally 
consistent with the orientation of the applied stress (Majmudar and 
Behringer, 2005). From Fig. 13b, greater contact forces can be observed 
within the DMI. Although there are contact forces developed below the 
DMI region, these low contact forces are likely not to induce any sig
nificant soil improvement. 

In addition, in order to investigate the relationship between induced 
pressures, soil displacements and DMI, the maximum pressures 
measured over 25 passes, and the soil displacements recorded after 25 
module passes, are plotted with respect to depth in Fig. 14. The nu
merical soil displacements and pressures presented in Fig. 14 were 
upscaled using Eqs. (10) and (11), respectively. The trend line is ob
tained from the numerical peak pressures, and the field peak pressures 
are superimposed for reference purposes. In the field tests, the pressures 
were measured at only two depths, hence only two field points are 
available. As one would expect, both pressures and soil displacements 
decrease with increasing depth because the compactive energy dissi
pates with depth. It can be seen that, the pressure and soil displacement 
plots follow similar trends, which suggests that soil displacements are 
strongly related to the induced pressures, as one would expect. The 
major difference between the pressure and soil displacement plots is that 
soil displacement is less than 5 mm after 25 passes below 1.2 m and it 
closes to zero near 1.5 m depth, however, the trend line of pressure 

suggests that pressure is still measureable below 1.5 m depth. This is 
consistent with the force chains plot presented earlier in Fig. 13b. As 
suggested previously, these low pressures at greater depths are unlike to 
produce any significant improvement in soil density. Additionally, 
pressures presented in Fig. 14a are peak pressures recorded over 25 
module passes and these values cannot be achieved with each module 
pass. It is worth noting that soil displacements less than 5 mm result in a 
reduction in void ratio of only 0.005 in the field tests, which is negli
gible. Therefore, the majority of soil displacements occur above 1.2 m 
depth, which is within the range of DMI calculated from Eq. (15). Hence, 
it is concluded that DMI calculated from Eq. (15) is consistent with that 
deduced from the numerical RDC model. 

5. Optimum number of passes 

In the field, several in situ tests are typically undertaken such as 
nuclear density tests, DCP testing and CPTs, to quantify the optimum 
number of RDC passes. However, the application of these in situ tests are 
limited due to the budget and time constraints, and difficulties with the 
testing process (Jaksa et al., 2012). Ground settlement is commonly 
adopted as a key indicator of ground improvement due to RDC, since the 
measurement of ground settlement is efficient and cost-effective. How
ever, Scott et al. (2016) proposed that ground settlements are an inad
equate indicator of ground improvement within the soil mass. As a 
consequence, Scott et al. (2016) buried EPCs and accelerometers in the 
soil at targeted depths to quantify the level and extent of ground 
improvement. EPCs and accelerometers provide insights into the influ
ence of RDC within the soil body. However, their deployment and post- 
processing is not straightforward. Alternatively, in the present study, the 
numerical model is interrogated to assess whether or not it provides any 
insights into the optimum number of RDC passes. 

Earlier, Fig. 10 presented the numerically observed peak pressures 
with respect to the number of passes. Theoretically, peak pressures rise 
with increasing passes and soil density. However, due to variations in 
the offset distance, the relationship is unclear. Perhaps a more helpful 
indicator is the displacement at different depths with respect to number 
of passes, which was shown earlier in Fig. 9. As can be seen, in general, 
soil displacements increase with the number of passes. Displacements at 
0.7 and 1.1 m depths show no obvious increase after approximately 20 
passes. The ground settlement increases significantly up to the first 15 
passes, and thereafter it increases modestly. Velocity vectors and force 
chains of soil particles at the 5th pass are displayed in Fig. 15. It can be 
observed that, the magnitudes of the velocity vectors are greater, and 
the DMI is smaller at the 5th module pass when compared against the 
25th pass shown in Fig. 13. Additionally, comparing with the 5th module 
pass, the compactive energy induced by the module at the 25th pass is 
transmitted to greater depths, as evidenced by more force chains formed 
at deeper depths, which confirms that the pressures rise with the 
increasing passes and soil density. However, due to the influence of the 
offset distance, it is difficult to obtain this relationship from the field 
tests. The DMI calculated at each module pass is plotted against the 
number of passes in Fig. 16. As can be seen, the DMI increases with the 
number of passes, and the most significant increase occurs during the 
first 5 passes and, after approximately 20 passes, the DMI plateaus. 
Hence, both the DMI and settlements indicate that after 20 passes, the 
soil has been effectively compacted and that additional passes provide 
only modest improvement. 

In summary, pressure results are an imperfect indicator on which to 
assess the optimum number of RDC passes, whereas, in contrast, both 
DMI and soil displacements are helpful in this regard. 

6. Summary and conclusions 

This paper has developed and validated a FEM-DEM numerical scale 
model of the 4-sided, 8-tonne, Broons BH-1300 impact roller against 
field tests. The numerical input parameters were calibrated against 

Fig. 16. DMI versus number of passes.  
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laboratory triaxial tests performed on the same type and grading of soil 
that was used in field tests. In the numerical RDC simulations, the RDC 
module, the chamber and two timber frames were described by the FEM 
and the soil particles were simulated by the DEM. The numerical results 
were compared against the field data from four aspects, namely soil 
displacements at different depths, peak pressures measured at each pass, 
the energy delivered to the underlying soil, and the depth of major 
improvement. It has been demonstrated that the numerical results are in 
very good agreement with the field observations, which suggests that 
the numerical model provides reasonable predictions of ground 
improvement due to RDC. The results obtained from the numerical 
model were analysed and evaluated to obtain an efficient indicator to 
determine the optimum number of passes. Ground settlement was rec
ommended, since it reflected ground improvement due to RDC and it 
exhibited a clear relationship with the number of passes. In addition, 
ground settlement can be measured in a more efficient and cost-effective 
manner in the field. 

In general, the results of this study suggest that the FEM-DEM model 
provides a promising and reliable means for understanding and assess
ing the effectiveness of RDC. It provides several benefits over field- and 
laboratory-based testing but, due to its heavy reliance on super
computing facilities will, for the time being, remain a research rather 
than a practical tool. In addition, conclusions drawn from this study are 
based on one module mass and a single operating speed. Future work 
will extend this model by examining the optimal operating speed and 
also explore the effectiveness of different RDC modules. 
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